
So#ware	Defined	Exchange	(SDX)	
Distributed	Infrastructure	

Tom	Lehman	
University	of	Maryland	

Mid-Atlan7c	Crossroads	(MAX)	

GEFI	17		
Global	Experimenta7on	for	Future	Internet	

	
SoHware	Defined	Exchange/SoHware	Defined	Infrastructure	Session	

	
October		26-27,	2017	
Rio	de	Janeiro,		Brazil	



So#ware	Defined	Exchange	(SDX)	
•  WIX	is	a	produc7on	Exchange	Point	in	McLean,	Virginia	(jointly	

operated	by	Internet2	and	MAX)	
•  Includes	OSCARS	service	enabling	Dynamic	Cross	Connects	
•  MAX	has	made	its	AWS	Direct	Connect	Service	available	at	the	

WIX	via	Layer2	VLAN	service	
•  MAX	runs	a	GENI	AM/StackV	instance	with	OSCARS	and	AWS	

drivers	

•  GENI	
S7tching	to	
WIX	for	GENI	
Slice	with	
with	AWS	
a]achment	



SDX	Interconnec<on	Fabric	

Corsa	DP2xxx	Network	Elements	
•  Sliceable	Isola<on		
•  Openflow	1.3	



SDX	-	“Services	Exchange”	

Add	New	SDX	Mission	
•  Loca<on	to	connect	resources	
(cloud	connec<ons,	compute,	
storage)	
•  For	the	purpose	of	enabling	
others	to	provide	value	added	
flow	based	func<ons	and	
services			
•  Based	on	specific	user	and	flow	
based	criteria,	in	near	real<me.		

Flow	Management	Services	
•  Flow	Iden<fica<on	
•  Flow	Steering	



Extras	



Orchestrated	Services	and	GENI	Integra7on	

•  Model	Based	Resource	Management	and	
Computa<on	

•  Interacts	with	other	system	APIs	to	auto	
generate	models,	ini<ate	provisioning	
ac<ons,	and	monitor	status	

•  Integrate	into	GENI	Ecosystem	via	GENI	
AM	and	Federa<on	Infrastructure	

•  Leverage/add	Federa<on	policy	features	

GENI	Slice	Perspec<ve	
•  We	will	define	GENI	RSpec	“SDMZ	Extension”	to	define	
what	can	be	instan<ated	in	a	GENI	Slice		

•  We	have	already	done	this	for	an	ini<al	“SDX	Extension”			



WIX	
•  Would	also	like	to	add	compute	and	storage	resources	to	SDX	
•  Facilitate	development	of	a	marketplace	where	others	can	offer	
"services"	

•  Federa<on,	Robust	
Interconnec<on,	and	Mul<-
Domain	Service	
Provisioning	needed	



WIX	

•  This	has	converted	WIX	into	prototype	SDX	

•  MAX	provided	
AWS	“Direct	
Connect”	service	
available	at	WIX	

	
•  GENI	users	can	
create	topologies	
which	include	the	
proper	WIX	SDX	
port	to	gain	
access	to	AWS	
resources		

•  WIX	is	a	produc<on	Exchange	Point	in	McLean,	Virginia	
•  Jointly	run	by	Internet2	and	MAX	 •  Deployed	WIX	

GENI	Aggregate	
Manager	



GRAM	with	ABAC	like	policy	
features	for	mul7ple	control	
levels	for	SDX	u7liza7on	and	
connected	resources:		
•  Federa7on(Clearinghouse),	

Virtual	Organiza7on	(Project),	
Slice,	User	

•  Real7me	authoriza7ons	and	
access	policy	adjustments	
needed	

SDX	Func7onality	



GRAM	based	GENI	AM	Policy	Control	
for	SDX	and	SD-SDMZ	

•  GRAM	with	ABAC	like	policy	features	for	
resource	access	control:		
– Federa7on(Clearinghouse),	Virtual	Organiza7on	
(Project),	Slice,	User	

– VLANs	(total),	Bandwidth,	VMs,	Ceph	Storage,	SR-
IOVs	

•  Future	Features	Desired:		
– Real7me	policy	adjustments	
– More	policy	granularity	(specific	VLANs,	
resources)	

– SDXs	with	compute	and	storage	embedded	



SDX	Enabled	Flow	Based	Services	
•  GENI	mechanisms	can	be	
u<lized	to	“redirect”	flow	thru	
an	exchange	point	where	“value	
added”	processing	can	be	
accomplished	

•  With	a	distributed	
infrastructure	of	SDXs	this	can	
be	done	in	much	more	dynamic	
and	open	manner	then	what	is	
possible	today.	

•  This	type	of	capability	can	be	
used	for	single	flow	focus,	or	to	
build	specialized	service	
topologies	



SDX	and	ScienceDMZ	Ecosystem	
•  Imagining	a	distributed	ecosystem	of	SDXs	and	ScienceDMZs	which	

can	be	orchestrated	to	add	control	of	end-to-end	flows	
•  Distributed	service	infrastructure	to	allow	applica7on	owners	to	

develop	their	own	middle	box	func7ons	



What	do	we	want	from	SDN?	
•  Fine	grained	Flow	Management	
–  flow	iden7fica7on	
–  flow	steering/modifica7on	

•  Dynamic	Network	Services/Topologies	
–  network	virtualiza7on	with	hard	isola7on	
– workflow	specific	services	and	topologies	(pt-to-pt,	mpoint)	

•  All	in	support	of	Advanced	Cyberinfrastructure	Services		
–  integra7on/orchestra7on	of	compute,	storage,	instruments,	
and	networks	

While	it	is	not	possible,	or	desirable,	to	manage	all	flows	in	
the	network,	it	should	be	possible	to	manage	“any“	flow	in	

the	network.	
	



What	are	the	biggest	challenges?	
•  Mul7-Resource,	Mul7-Domain	Orchestra7on	of	Services	
–  end-to-end,	full	stack	needed	to	realize	full	value	

•  Resources	Descrip7on,	Discovery,	and	Computa7on	
–  need	a	common	method	(model/language)	for	everyone	to	
describe	their	resources,	services,	and	what	others	are	permi]ed	
to	do	with	them,	abstrac7on	is	key	

– Mul7-resource	computa7on	
•  Fine	Grained,	Mul7-Domain,	Authen7ca7on	and	
Authoriza7on	
–  user	level,	flow	level,	resource	level	
–  needs	allow	for	dynamic	adhoc	“mini-federa7on”	forma7on	

The	R&E	community	is	uniquely	posi@oned	to	address	these	
issues.	Past	experience	indicates	that	commercial	efforts	
may	not	focus	on	these	due	to	business	considera@ons.	

	



Thank-you	


