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Detecting Problems
(Where do they arise?)

O The testbed infrastructure may be down or may not be
working correctly - monitoring the testbed infrastructure is
clearly important
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Detecting Problems
(Where do they arise?)

O The testbed infrastructure may be down or may not be
working correctly - monitoring the testbed infrastructure is
clearly important, but that is not the whole story!

O An experiment might not be designed correctly (e.g.,
incorrect RSPEC).

O An experiment's assigned resources might not “come up”

correctly.
O An experiments assigned resources might not operate
correctly.
O An experiment's software/configs may not install correctly.
O An experiment's sof fware may have errors/bugs.
O An experiment may interact in unexpected ways with the

underlying testbed.
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Need to Monitor Experiments

(i.e., monitor every phase/aspect of an experiment)
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GENI Desktop Helps With:

Experiment Workflow
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What are the
most common problems?

O Analyzed various GENI mailing lists to identify, categorize, and quantify the
types of problems that arise in practice

O Top problems (from most to least frequent) include:
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types of problems that arise in practice

O Top problems (from most to least frequent) include:

a Cannot access (login/ssh) to resources
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¢ Link is down

Nodes failed to boot
0 A service on the node did not start correctly
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GENTI Desktop Introspection/
Monitoring Features

O Monitors slices, not testbeds O Ssh access to a set of nodes.

O Access to all slices owned by O Ability to run commands
user across sets of nodes.

O A graphical user interface O Ability to move data to/from a

O Multiple “views" of a slice sets of nodes.
(Logical, Geographic, and List O Automatic instrumentation of
views of a slice) a slice

O Supports passive and active O Quick access to, and
measurements visualization of, commonly

O Quick access to (slice) used measurement data.
resource details. O Ability to drill down to

O Customizable slice verification additional measurement
service information
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Exploring Networks of the Future
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Thank Youl

Questions?

This material is based upon work supported in part by the National Science Foundation under grant
number CNS-0834243. Any opinions, findings, and conclusions or recommendations expressed in this
material are those of the authors and do not necessarily reflect the views of GPO Technologies, Corp, the
GENI Project Office, or the National Science Foundation.
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