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A Quick Internet History (1970 s-2010’ s)

'69- ‘85 ARPANET (‘81 IPv450 kb/s > 230.4 kb/s
‘85-'95 NSFNET 56 kb/s > T3:45 Mb/s

‘93-now commercial ( ‘98 IPv6) ... 2 100 Gb/s
plenty of protocols,
apps, contents created

*  Wireless technologies also has been evolving
- Faster, more ublqwtous lower Dower lower cost
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- A number of new network settings surfaced as well
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Open Challenges for Today’ s Internet

Protocols used today are

* Very complex!

* Not taught in classes!

e Research challenge? No idea!
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 Complex to configure!
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IP is the narrow waist | enterprise Networks

Servers (Data Centers)

Applications: Numerous

Transports: TWPP + others
NetworkCIID

| Link/Physical: Numerous
Protocol Stack View

KC Wang
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In the mean time ...

GENI

Global Environment for Network Innovations

_ " . A NSF Testbed for Future Internet Research
= with Deep Programmability, Virtualized
Components, and Real Users

Chip Elliott

BBN Technologies
GENI Project Director
www.geni.net

Sponsored by the National Science Foundation
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Exploring Networks
of the Future

Community Sees Three Internet Challenges

/

\

Science Issues

We cannot currently
understand or predict the
behavior of complex,
large-scale networks

Innovation Issues

, Substantial barriers to
v at-scale experimentation with
new architectures, services,

p— and technologies
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Society Issues

We increasingly rely on §i§ .
the Internet but are Vo i

unsure we can trust its '
security, privacy or

Mg Haonu)--‘ hackh? Manry

resilience

Sponsored by the National Science Foundation March 11, 2010
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genil NSF Future Internet Architecture (FIA) Projects

= Exploring Networks
of the Future

Press Release 10-156
NSF Announces Future Internet Architecture
Awards

Awards will help develop new ideas and innovations towards the development
of a more robust, secure and reliable Internet

Children using the Internet for a school project.
Credit and Larger Version

August 27, 2010

The Directorate for Computer and Information Science and Enagineering (CISE) at the
National Science Foundation (NSF) announced today awards for four new projects, each
worth up to $8 million over three years, as part of the Future Internet Architecture (FIA)
program.

These awards will enable researchers at dozens of institutions across the country to
pursue new ways to build @ more trustworthy and robust Internet.

Sponsored by the National Science Foundation April 1, 2009 6



Exploring Networks
of the Future

XIA: eXpressive Internet Architecture

eXpressive Internet Architecture

~

PDA

location

* How does client know the content is correct?

Src: Client ID

Dest: Content ID

T ]

b

L

D

Content
* C(Client expresses communication intent for content explicitly
— Network uses content identifier to retrieve content from appropriate

— Intrinsic security! Verify content using self-certifying id:

hash{content) = content id

* How does source know it is talking to the right client?

— Intrinsic security! Self-certifying host identifiers

XIA: An Architecture for a Trustworthy and

Evolvable Future Internet

Peter Steenkiste, Dave Andersen, David Eckhardt,
Sara Kiesler, Jon Peha, Adrian Perrig, Srini Seshan,
Marvin Sirbu, Hui Zhang, Carnegie Mellon University
Aditya Akella, University of Wisconsin

John Byers, Boston University

Sponsored by the National Science Foundation

What Do We Mean by Evolvability?

* Narrow waist of the Internet has allowed the
network to evolve significantly
* But need to evolve the waist as well!

— Can make the waist smarter
XIA adds evolvability

9 at the waist;
IP: Evolvability o/ Wi Applications
Applications Evolving
Link technologies S PERICER's

\ ‘ ‘ ' /Link technologies

April 1, 2009 !



= Exploring Networks
of the Future

MobilityFirst

Separation of naming & addressing

Computing Blade

L

Fast global naming service MODIDIYEIreL Buffer Storage
Router with i i
Forwarding Engine
Integrated

Storage-aware (GDTN) routing o
omputing &
Hop-by-hop (segmented) transport b
Self-certifying public key names
Support for content/context/location
Programmable computing layer
Separate network mgmt plane g

Core Network

ee®

b\
Router \

Name <-> PKI
address mapping

Control &
Management Plapb

New components, very distinct from IP, intended to achieve key mobile
Internet design goals

RUTGERS

A THE UNIVERSITY
of NORTH CAROLINA
i at CHAPEL HILL

P Nebiaska

(LEAD) UNIVERSITY Lincoln
D. Raychaudhuri, M. Gruteser, W. Trappe, M. Reiter U MAss B. Ramamurthy
R, Martin, Y. Zhang, |. Seskar, X. Yang, R. RoyChowdhury LOWELL
K. Nagaraja, S. Nelson A. Venkataramani, J. Kurose, D. Towsley G.Ch
8 en

THE UNIVERSITY

WISCONSIN

MADISON

S. Bannerjee

I I I B B Massachusetts

Institute of
Technology

W. Lehr

Sponsored by the National Science Foundation

Vil

Z. Morley Mao

April 1, 2009



The GENI Testbed

Exploring Networks

 GENI has a diverse, rapidly growing set of
resources — mostly prototypes — available for
experimenter use
— Compute resources: VM, hosts, cloud

— Network resources: programmable switches, routers, &
wireless

A GENI ‘slice’ can interconnect any of them using a
range of connectivity options

Sponsored by the National Science Foundation March 11, 2010
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gem)Nationwide Meso-scale OpenFlow Netw

Exploring Networks
of the Future

OpenFlow WiMAX
Stanford Stanford
U Washington UCLA
Wisconsin U UC Boulder
Indiana U Wisconsin
Rutgers Rutgers
Princeton NYU Polytech
Clemson UMass
Georgia Tech Columbia
OpenFlow
Backbones
Salt Lake City
Salt Lake City Sunnyvale
Kansas City Denver
Washington, DC New York City
Atlanta Houston
Chicago
Los Angeles
Atlanta

Arista 7124S Switch

Juniper MX240 Ethernet NEC WiMAX Base Station T vy 10
HP ProCurve 5400 Switch Services Router NEC IP8800 Ethernet Switch
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9EY Campus OpenFlow Network

of the Future

Data Center
(OVS in VMs)

G

Internal Experiment

NLR, Internet2, and Internet
(via C-Light)

McAdams_DL
(Cisco{6509)

To add |
1 _HP_: Ll

rve 3500) |(HP ProCyrve 3500) (HP ProC{irve 3500)

130.1274.39.135

(HP ProCx

130.127.39.137 | 130.127.39.131 130.127.38.132

yPLC, Expedien

FV, SNAC, DHCP,
Web server,

NetFPGAs

Wireless Lab
Production

HPC VM Lab

Production PC Engings

Q

Production GENI Experiments Production Internal Experiment

(HP ProC{rve 3500)

130.127.39.132

Additional Information: Notes:
* Expedient: https://130.127.39.198:1443 (Will move e Anything that does Layer 2 switching uses the

. to http://openflow.clemson.edu: 1443 later) switch icon, even If it also does some IP routing.
TOR Testbed DDoS Testbed Security Lab, P2P 3 | 601 11 hips//130.127.39.198:8443 (Will move o« Anything that does only IP routing uses the
(Embedded PCs) (NetFPGAs) Lab Production http://openfiow.clemson.edu:8443 later) router icon.

* SNAC: 130.127.39.220:6633
o FV:130.127.39.220:6634
* MyPLC: http://planetlab3.clemson.edu

Internal Experiments Production

11
KC Wang May 29 2012

Clemson University




Looking ahead...

Exploring Networks
of the Future

« GENI Racks

— Notionally: rack of ~40 computers & programmable
switch, connected to a GENI backbone

— Next 2-3 years: 20-40 racks in campuses, industrial
research labs, topologically significant locations

GENI Racks
 Real users
— Notionally: Enable campus networks to allow
students , faculty, & staff to directly join (opt-in) o
GENI experlments // {T“[ W
— Next 2-3 years: OpenFlow and WiMax deployments Ts/
on 10-20 campuses enable direct-to-end-system Opt- |n Users

experiments

GENI’ s vision: expand reach to 100-200 campuses

Sponsored by the National Science Foundation GEC10: March 15, 2011 12



OpenFlow: A Software Defined Networking Paradigm

o L G,
LI Tl 2%
SDN/OpenFlow Controllers rl{"“'""fit tmgtm e
SR e

Enterprise Networks

=

-

_
=

A

Wireless Access
Network

5 4 )
%! N

Sensor/actuator
Network

Mobile Networks

» Software Defined Networking (SDN)
— OpenFlow as one first commercial SDN solution
— Network switching by software controllers — automated operation
— Single-view control plane — unified management

— Virtualized infrastructure — seamless, secured/isolated sharing
KC Wang
Clemson University

May 29 2012 13



OpenFlow Approach

Controller

OpenFlow Switch specification

Flow
Table

Graphics Courtesy of Stanford Clean-Slate Program



OpenFlow Flow Table: Matching + Action

Controller

Software
Layer

Flow Table

MAC |[MAC [P
rc dst Src

IP TCP TCP ction
Dst sport dport

Hardware
Layer

& * x 5.6.7.8 * * port 1

Yrt 3 rt4
r‘ ,.

5.6.7.8 1.234

\
pprt1

Graphics Courtesy of Stanford Clean-Slate Program



Today: Distributed Network Control Plane

e
Operating
System

Specialized Packet
Forwarding Hardware

Closed

Operating
System

Specialized Packet
Forwarding Hardware

T A
Operating
System

Specialized Packet
Forwarding Hardware

Operating
System

Specialized Packet
Forwarding Hardware

Graphics Courtesy of Stanford Clean-Slate Program

Operating
System

Specialized Packet
Forwarding Hardware



SDN: Centralized Network Control Plane

oo oo oe

Simple Packet
Forwarding

Hardware Simple Packet

Forwarding
Hardware

Simple Packet
Forwarding
Hardware
Simple Packet

Forwarding
Hardware

Simple Packet

Forwarding
Hardware

Graphics Courtesy of Stanford Clean-Slate Program



SDN: Control Plane Virtualization

Isolated “slices” Many operatingsystems, or
Manyversions

/

L

Network
Operating

ww
prm—m——"

Network
Operating

Network
Operating

Network

Operating
System 4

System 1 System 2 System 3

Open interface to hardware

Open interface to hardware

Simple Packet
Forwarding Hardware

Simple Packet
Forwarding Hardware

Simple Packet
Forwarding Hardware

Simple Packet
Forwarding Hardware

Simple Packet
Forwarding Hardware

Graphics Courtesy of Stanford Clean-Slate Program




What Will SDN Change?

It changes many things
L2: topology discovery instead of spanning tree protocols
L3: centralized routing on global network view
Routing need not be based only on IP
Routes between computers can differ for different apps
Do path engineering instead of routing

It does not change everything
Network remains a distributed system
Network still needs distributed consistency
Network still needs to handle racing conditions

Centralized control still lacks fast adaptation, resiliency,
scalability — need distributed actions, too




WHAT DOES SDN DO FOR US?




Manage Complex Networks More Easily, Automated

Wide area network service distributed
campuses, partner institutes

P e

ITC Data Center Poole Data Center |

~

Data center hosting services

- disaster recovery preparedness =
= = — = g ‘ =
Agll,sg:l: p—— £ | '@) Aps'z:s::l:n

Unified campus network monitoring/
management infrastructure

o = = = -

Cyberinfrastructure

__________

across disciplines

End User End User

Laye
Cisco 3650s

Distribution —
IsIZ:’S?;o, )

=~ ‘ —
‘m ';’

—~ ‘ e

Distribution

yer
Cisco 3750s

[ S

Access
Layer

I
I
I
I
I
I
I
I
I
I
I
I
I
I
I
! Cisco 3650s

T T T T I

\ User Network

~ rd

Schmiedt, Wang

Clemson University Oct 272011 2



Data Analysis Networks

* Security group has been asking for distributed analysis solution
* Server group has been asking for application tracking solution

CLEMSON OPENFLOW DATA ANALYSIS NETWORK TOPOLOGY

Coradiant
Monitors

>
Switched Port
Analyzer (SPAN) Link To Be

Blackboard
Blackboard OF Switch OF Switch // Enabled Servers
Server(s) Poole AL witc witc ITC AL s

CISCO 6509 g? 1 Gbps MRV Link (Fiber) y — CISCO 65095

y > <
S
3 PC s
IS Sniffer =
CUBS < §7 E\ S
QA
DEV P~ ) Production Link (Fiber) S
Poole DL1 ITC DL1
CISCO 6509 CISCO 6509

Poole Building ITC Building




“Cloud” vs. SDN?

Cloud = Dynamic compute and
distributed storage over network

Data centers, many of them
Configured on demand (e.g., Amazon, Rackspace)

Cloud computing: data = servers, servers—=>data
Dynamic servers, dynamic storage = dynamic network
Disaster recovery: data center migration




Data Center Disaster Recovery

=" Ty == Provider A
Ao Ar;" ‘/ OF controller

S
§OeRFlow tunnel AN
Provider B
OF co;ltroller (or non-OF)

Application server

ClientM’ s
Personalization server

‘j’

Provider A
or partner’s
OF controller

-——

S

Provider A
or partner’ s
OF controller

* From reactlve to proactive networking
— Mobile IP: Distributed, reactive (long latency), requires compatible
agents everywhere, provider-dictated

— OpenFlow: Centralized, proactive, solutions for diverse network
scenarios, opportunities for both provider and client customization

KC Wang May 29 2012 24
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SDN: Seamless Adaptation vs. Explicit Control?

s S S R s
. s
Segactugr $

Wiréiess Access
Network Network

Mobile Networks

* With SDN, controller may be used for:
— Seamless adaptation — a network provider perspective
— Explicit control — end user expresses preference to controller
* Imagine bandwidth on demand

KC Wang

25
Clemson University May 29 2012



Large Data Transport Enhancement

Steroid OpenFlow Service (SOS) Controller
by Aaron Rosen and KC Wang

« Seamless TCP throughput upgrade, ‘

e.g., 2.5 Mbps 2 120 Mbps .>
o MU/tlpath Support tep Nl sos- enabled
- Automatic site agent detection .. s

gs-enabled

Upcoming demos of SOS:

« NSF 12t GENI conference,
Kansas City, MO.

» Supercomputing 2011,
Seatftle, WA.

SOS
Clemson

~\

switch

KC Wang

Clemson University May 29 2012
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SOS Combining Multiple Paths on GENI

L4 ! »
Minnesota ;
Minneapolis .
©_ wisconsin

. Minois "~ Ohio
Kansas . ' m

. W.ﬂ
= M"”‘"‘ps' Pﬂt Virglnla
chhltao.r T d 1‘, KC tut ky. Vlrglnla

"Tonncmo % _North
NS 25 Carolina

Mississippi N 7 paaviend
\ na  District of
o : \2 i Columbia

KC Wang

Clemson University May 29 2012 27



Pathlet

- Source switches initial path

paths within
seconds based on /P\
end-to-end

J‘Lg"

observations

failed link

« Today’ s Internet
can take minutes
or longer, and

may not adapt
automatically adapted path

Sponsore d by the National Science Foundation November 3, 2010
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of the Future
'|'|||:!m ~ INTERNET.
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Exploring Networks
of the Future

Benefits of ActiveCDN:

Dynamic deployment based on load
Localized services such as weather, ads and news

.
iy

E:*:;I' Sponsored by the National Science Foundation

November 3, 2010 29
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geni NowCast

Exploring Networks
of the Future

VISE views steerable radars as shared,
virtualized resources

November 3, 2010



OpenFlow “Inspired” Research at Clemson

« They may not know it s good for them yet!

OpenFlow wirele ampus operation & expansion
OpenFlow Mesh and - OpenFlow ..IT Engagement; Cl Team

- . Data Analysis Network
Mobility Management Campus Trial ' l w/ CCIT + Cl Team

On-demand VM Cloud
w/ Goasguen (CS)

axperimen
Security Accelerated Cloud
w/ Brooks w/ Smith

Clemson Clemson Spiral 4

Pervasive P2P SDR
w/ Shen w/ Noneaker ‘ GENI Racks
L w/ RENCI, Stanford
Clemson Clemson

Network Coding GENI WiMAX
w/ Ramanathan, /UW-Madison

‘ UW-Madison .
Faculty: 8 | Student G: 13 UG: 8 ' Engineers: 3

KC Wang

Clemson University May 29 2012 31




Recent Development in SDN/OpenFlow
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Exploring Networks

of the Futur

; Trials :
US | G N ‘ — OPEN NETWORKING

FOUNDATION
Application Commercialization

KC Wang

Clemson University May 29 2012
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Standard, Software, Hardware

OpenFlow standard by ONF
OpenFlow 1.0 support

OpenFlow 1.1.0 draft

OpenFlow software

Firmware:
Open Source: indigo 1.0 (on Pronto/Broadcom switches), Sep 2010
HP ProCurve 2.02v, NEC/IBM ProgrammableFlow, Dell
more ...

Controller software

Open source: NOX (noxrepo.org), beacon (openflowhub.org)
Big Switch, Nicira, HP, NEC/IBM ...
Switch hardware

Pronto, HP, NEC/IBM, Dell/Forcel0 switches on the market, more to
come ...




Streamlined Development Tools and Process

Phase 1: Prototyping with Mininet
Use single PC to virtualize network
Allows one to easily define topology

Phase 2: Running on nation-wide GENI testbed
Real network delay and bandwidth characteristics
Configure GENI OpenFlow network + computing hosts

Phase 3: Production deployment




Work with Your Campus IT

To facilitate sustained growth and leverage the power of all
parties in University to stay creative, we need a new model.

Students

Graduate research assistants
Undergraduate “Creative Inquiry” program
Undergraduate IT internship program + curriculum

Network engineers
Support researchers deploy and operate GENI
Operate GENI in production use
Innovative institute use cases

Faculty
Research

“
|

Teaching N




What' s Your Idea?

* You can use it NOW!
* You can start programming TODAY!
* You can be the next

* Check out these resources:
— Openflow.org
— Geni.net

KC Wang

Clemson University May 29 2012




FURTHER QUESTIONS
CONTACT: KWANG@CLEMSON.EDU




