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Background & Introduction

< Nationwide 17 GigaPoPs in Korea (~100Gbps), 4 International Connections to the US, China,
Europe (~20Gbps), Global Research Network Collaborations (StarLight & GENI, GLIF, GLORIAD),
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Toward Software and User driven Virtualized, Dynamic, and Flexible Environment
from Hardware-based, Fixed, Closed Network Infra & Services

KREONET & GLORIAD
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KREONET-S (1)

* KREONET-S as an Open Science Cloud WAN
— Carrier-grade Reliable “Open SD-WAN” Operations

 Distributed Controls and 24 x 7 Network Operations
— New User Interfaces, Services, and Experiences
— Multi-vendor and Multi-layer Network Infrastructure

* Principal Building Blocks

— Northbound (Apps & Services): VDN/UoV, vSciZ, etc.
— Southbound: OpenFlow, TLI, NETCONF etc.

— East-Westbound: Distributed Controls/ ONOS

* KISTI/KREONET - ONOS Affiliate (in a joint effort with KAIST),
ONOS Ambassador, ONOS Brigades, ONOS-Korea Core Member

— Service Composition: SDN-IP, Federation, Packet-Optical, ...
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KREONET-S (2)

KREONET-S Applications & Services: Virtual Dedicate Network and User-oriented Visibility with SDN-IP
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KREONET-S R&E USERS
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KREONET-S Services
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Virtual Group Networks: VDN (1)

* Designs & Core Functionalities

— Dynamic On-demand Virtual Networks Manipulations

— Logically Isolated Group Networks w/ High Performance (~100Gbps)
— ONOS-based Event (e.g., link up/down) Detection & Recovery

— GUI-based Intuitive Virtual Network Creation, Update and Deletion
— User-oriented Virtual NetworkVisibility & Interoperable REST-APIs
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Virtual Group Networks: VDN (2)

* VDN Architecture and Key Components
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KREONET-S/VDN Deployment

17216105 ONOS Summary

v 172.16.10.1 v 172.16.10.2 v 172.16.10.3 v 172.16.10.4 v 172.16.10.5 fam o .
L) Devices: 2 DeVites; 1 Devices: 3 Devices: 0 Devices: 2 Yon sel O bse rlato r.y l Version: 1-70.kreonets
I’ -~ ' - ~ Devices : 8
’ = s Links: 154
I ntl \ E' \\ , L \\ Hosts : 60
\ ;mknown L . 203. 2 0 155.80 ‘ Topology SCCs : 1
G atewa)’ \\ ) \ \\\ DT N “‘ . l’ N ® \‘ Intents : 0
S 2 2 - )
-S-Chi - ok = " \ Tunnels: 0
(V'a Starnght) KREMIS Chicago-Core :- 192_10_22 . \ ll 203201572 (i ) \ Flows :
% N B 2037250.155.51 1
Py - 1' ==s Searme’ l’ ] )
~ —-— P a =) 7’
= S
“ S a Chl;a’go—Edge** =) &oa 0.155.4_ ?ﬁsmss.sw _ )
_ 7/ = \./1 1 KREONET-S-Daejeon-Core*
\\ o \\Al /Mzs : .
/ | — '
l' ‘ P ( __’4/ Vendor: Brocade L
1 = Seoul-Edge* O Communications
8 unknown " : .
8 V4 - ’ - H/W Version: Multi-Service Ironware
S 11 o —— — — S/W Version :
’ Serial None
3] KP.pNET s-Seoul-Core* Number :
. 4- Protocol : OF_13

Latitude : 36.3657

CIOUCI Gatewa)l Longitude:  127.3593
(COREEN) [

Tunnels:: 0
;\\ ........................

3 v
Yygpus®

' d

-
- \
- ) )
/4

-

unknow
i $ ,’ a Busan- Edge**,f’
-
- -
R
’
4

B El=2 X6 ¢ V20325015150

LI = & ‘ e  —y 203.250.155.192
~

L . ; 210.110.196.21
X @ @ + & % ~

~ - =
—— - 203.250.155.11 DA

~----- .

-
Tamna Observatory
25th GENI Engineering Conference

10



International KREONET-S Connections
to StarLight: SD-WAN Federations
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Demos@SC16 in Salt Lake City &

KREONET2016 in Daejeon
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Conclusions

* KREONET-S is Making HAPPEN

— New (Public) SD-WAN Deployment in Korea
* Distributed Controls and Resilient SDN Operations

— New Application Services and Experiences for R&E Users
* Virtual Dedicate Network & User-oriented Visibility

* Further Work 2017
— Development: Virtual Network Federation,VNF add-on, etc.

— Deployment: Two more Locations to current Four Cities
* Chicago (Starlight), Daejeon, Seoul, Busan, Gwangju, Changwon

— Active Participations in ONOS Project

* ON.Lab Collaborations: VPLS, Packet-Optical, Inter-Cluster SDN,
CORD, etc.
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Thank You!

Questions and/or Comments to
mirr@Kkisti.re.kr
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