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Goal

To demonstrate the networking messages in Hadoop cluster, separating the data and control traffic and to show the need of better utilization of network.
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