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Abstract: This demo shows an experiment that runs on a transatlantic 
topology comprised of GENI and FIRE testbed resources. The goal of 
this experiment is to show how such large-scale slice can be reserved 
using FED4FIRE and GENI tools. In addition, it will be shown how the 
experiment can be executed using LabWiki, OMF, and OML. 
 
The experiment makes use of XTREEM FS for wide area data  
replication. In the specific case of this demo XTREEM FS is used to 
replicate DASH videos at different geographic locations. 
 
The streaming of the videos from web servers to the clients is 
controlled by OMF and LabWiki is used to visualize measurement 
results. 
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Experiment 

XTREEM FS on Large-Scale 

Stitched Large-Scale Architecture 

•  Compute resources at Virtual Wall 1 & 2 in Belgium and 
InstaGENI in Utah. A total of 3 web servers and 110 clients. 

•   Testbed are stitched together via layer 2 links (I2 ION) 
•  XTREEM FS runs on top of this large-scale topology and 

replicates videos between the three locations. 
•  Videos are requested from web servers that are instantiated at 

different locations in topology. 
•  Video requests are controlled by OMF. 
•  OML-ified VLC is used to measure quality of streamed videos. 
•  LabWiki is used for experiment execution and live visualization 

of measurement results. 


