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Main O&M Tasks

• Software updates 

• Fixing slices, nodes, etc. that go wrong 

• Status (eg up/down) monitoring, testing 

• Slice-aware infrastructure monitoring 

• User tracking, usage forecasting



Software Updates

• InstaGENI racks update every Friday at 6 Eastern 

• Most IG updates not noticable to users 

• ExoGENI major releases twice per year 

• EG bugfix releases on an as-needed basis 

• Communicated via GMOC tickets



Fixing the Infrastructure

• Rebooting wedged nodes 

• Fixing stuck slices and slivers 

• Troubleshooting interfaces with: 

• Campus, regionals, dynamic circuit services 

• Handling special resource requests



Status Monitoring
https://fed4fire-testbeds.ilabt.iminds.be/scenarios.php 

http://monitor.gpolab.bbn.com/nagios/cgi-bin/status.cgi

https://fed4fire-testbeds.ilabt.iminds.be/scenarios.php
http://monitor.gpolab.bbn.com/nagios/cgi-bin/status.cgi










Slice-Aware Monitoring

• Work to do here 

• Use tools like Nagios 

• Ingest GENI manifests, advertisements, etc. 

• Associate resource usage with active slices 

• With history



User Tracking

Sponsored by the National Science Foundation 2 PRESENTATION DATE HERE 

The Number of Experimenters Continues to Grow! 



User Tracking
Slivers Created Per Month From  

July 2013 to October 2013  
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User Tracking
Slivers Created Per Aggregate From 

July 2013 to October 2013   
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User Tracking
Users with Slivers at Each Aggregate From 

July 2013 to October 2013   
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