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The Lab 

}  Full control over the resources 
-  Reservation of single resource 

should be possible 
-  Elimination of side effects 
-  Testing scalability 

}  Exclusive resource 
reservation 
-  Testing QoS / QoE 
-  Decentralized Resources can be 

independently used 
-  Tests on the lower layers of the 

network without affecting the 
“life” network 

}  Extended functionality 
-  New technologies (Wireless, 

Sensor,…) 
-  Interfaces to other testbeds 

(GENI, PlanetLab Japan, 
WinLab, …) 
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UWUE  University Wurzburg 
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�  174 Nodes in total (1392 cores total)  

Hardware Equipment 

}  Normal Node 
-  2x Intel L5420 Quad Core 2,5 GHz 
-  16 GB Ram, 4x 146 GB disk 
-  4x Gbit-LAN 
-  ILOM Management Interface (separate LAN) 

}  Network Node 
-  4x extra Gbit-Lan 

}  Headnode 
-  2x Intel E5450 Quad Core 3,0 GHz 
-  12x 146 GB disk 

}  Switch Fabric CISCO 45xx 
-  OpenFlow 

}  Site requirements 
-  1 public IP address per Node 

•  IPv4 and/or IPv6 addresses. 
•  Virtualized nodes need additional addresses 

-  Direct Internet access 
•  No firewall or NAT 
•  Nodes must be able to use public services 

(NTP, public software repositories) 
-  Dedicated Links 

•  dark fiber, λ wavelength, MPLS 

Phase 
I 

Phase 
II 

Paul Mueller, University of Kaiserslautern 



            

4 Paul Mueller, University of Kaiserslautern 

G-Lab Structure 

}  Central Node (Kaiserslautern) 
-  Resource management 

•  Experiment scheduling 
•  Resource provisioning 

-  Boot Image management 
•  Distributes Images 
•  Assigns Images to nodes 

}  Each site has a Headnode 
-  Manages local nodes 

•  DHCP 
•  Netboot 
•  Monitoring 
•  ILOM access 

-  Executes orders from Central node 
•  Local overrides possible 

}  G-Lab Central Services 
-  Overall user management 
-  Not an open platform 
-  Trouble ticket system (OTRS) 
-  WiKi, data storage, … 
-  Based on TYPO3 (CMS) 

SVN

tt-news

WebDAV DokuWiki TYPO3 GNU Mailman

sevenpack

data
storage

information
distributiondocumentation

user
managementLDAP OTRS
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G-Lab Network Topology 

Physical 
Topology 

IP Topology 
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Flexibility 

}  Experimental Facility is part of research experiments 
-  Facility can be modified to fit the experiments needs 
-  Researchers can run experiments that might break the facility 

•  Experimental facility instead of a testbed 

}  Research is not limited by 
-  Current software setup 
-  Current hardware setup 
-  Restrictive policies 
 

}  Experimental Facility is evolving 
-  Cooperative approach 

•  „When you need it, build it“ 
•  Core team helps 

-  Cooperation with other facilities (e.g. Planet-Lab, GENI, …) 
-  Sustainability (as a non profit organization) / Federation 

Mobility 
Energy Efficiency 
Sensornetworks 
… 
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G-Lab Monitoring Framework 

� Nagios 
§  Central monitoring in Kaiserslautern 
§  Obtain information from other sites 

via NRPE proxy on the head-node 
§  Checks 

-  Availability of Nodes 
-  Status of special services 
-  Hardware status (via ILOM) 

§  http://nagios.german-lab.de 

� CoMon 
§  Planet-Lab specific monitoring 

§  In cooperation with Planet-Lab, Princeton 

§  Monitors nodes from within 
-  CPU, Memory, IO 

§  Slice centric view 
-  Monitors experiments 

§  http://comon.cs.princeton.edu/status/index_glab.html 

Paul Mueller, University of Kaiserslautern 
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G-Lab Monitoring Framework 

}  MyOps 
-  Planet-Lab specific tool 

§  In cooperation with Planet-Lab, Princeton 

-  Detects common Planet-Lab 
problems 

-  Reacts to problems 

}  In/Out Network traffic 
-  Based on DFN connectivity  
-  Important to control the lab at 

runtime to avoid interference 
with operational systems 

-  Traffic patterns can be stored 
and related to the experiments 
•  Quality assurance of the 

experiments 
-  Further developments 

•  MPLS or wavelength links 
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Control Framework 

}  Planet-Lab 
-  Easy management of testbed-„silce“ 
-  Lightweight virtualization 
-  Flat network 
-  Rich tool support (monitoring, 

experiment control) 

}  ToMaTo 
-  Topology-oriented 
-  Multiple virtualization options 
-  Virtualized and emulated networks 

}  Seattle 
-  For algorithm testing 
-  Executes code in custom python dialect 
-  Federated with GENI Seattle 

}  Custom Boot-Images 
-  Software comes as boot image 
-  Either booted directly on hardware or in 

virtualization 
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Federations 

}  GpENI „Great Plains Environment for 
Network Innovation” 
-  US-based network testbed 
-  Kaiserslautern is fan-out location for central 

European sites 
-  Connection to G-Lab possible 

}  GpENI Asian flows use L2TPv3 and IP 
tunnels over Internet2 to APAN (Asia-
Pacific Advanced Network), which 
interconnects Asian regional and national 
research networks.  
-  In Korea, POSTECH (Pohang University of 

Science and Technology) is connected to 
GpENI (J. Won-Ki Hong) 

}  GENI Federation 
-  GENI connection by 1Gbit/s link from 

Starlink/Geant/DFN for GEC10 
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Introducing 

Dennis 
Schwerdel 

Andreas 
Teuchert 
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