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[ Goal: Load-balancing web requests in wide-area networks }
/ Load-balancing in the wide-area \ / Research Objective \

»Today:

»Server selection — CDN

»Path selection — Network
»|ldeal scheme:

»Joint (server, path) selection
»How much worse are today’s
disjoint (server, path) selection
schemes are compared to the
“ideal” scheme?

N

»The problem
» Which server? Which path?

» Important problem
> Critical for all scale-out services

> Big $$
»Hard problem
> Scale -1000s of servers, millions
of clients, high requests/sec

\> Multiple ingress points
/ GENI Resources

AN

»PlanetLab-based computation substrate interconnected by

OpenFlow network spanning 9 campuses
»Stanford University

»University of Washington

»University of Wisconsin

»Indiana University

»GPO Lab

»Princeton University

»Clemson University

»Georgia Tech.

\\> Kansas State University

Experiments and Results

»Topologies — BRITE, CAIDA, Rocketfuel
> Mininet-RT emulation

»Load-balancing schemes
1. Greedy server selection + shortest-path

2. Greedy server selection + TE
3. Joint (server, path) selection

> Results K\A
>»Scheme 1: At least 2x worse over 50% times

>»Scheme 2: Close to ideal! -
| o \juture: Extensive evaluation on the GENI slice /
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»Demos: GEC6, GECS8, GEC9
»Paper: under submission.
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