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Debugging Networks Our Proposal: OFRewind
can be very HARD Network Record and Replay

Challenges in Network Debugging: I record Enabled by Split Forwarding Architecture
with granularity settings \Adaptgranularity/ |mp|emented on OpenFlOW
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Centrally Orchestrate Both Recording and
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Flows sent/s

Router A of-sw1 Router B of-sw2 Router C
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1) Observed Fault: Router C loses connectivity to Network 1. 2) Ofrecord has
captured the control-plane view of RIP update flows 3) Inspection of global RIP flow
ordering shows that at time of observed fault, RIP updates arriving at B do not
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propagate to C. 4) Playback of RIP updates onto identically configured lab | T I
environment reproduces this error 5) Continued replay of trigger event onto Router B | : —
with host-level process-debugger reveals code-level fault, responsible for failure to L e " > s b

propagate RIP updates.
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Related work references and further information available from our full paper currently under USENIX ATC 2011 submission
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