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Introduction




Introduction: NSF Future Internet
Architecture (FIA) Program

m FIA program started in Oct 2010, with 5 teams funded:

m XIA (led by CMU) — project aims to develop very flexible
architecture which can evolve to meet new requirements

m NEBULA (led by UPenn) — project aims to design fast/managed
flows to cloud services at the core of the Internet

m NDN (led by UCLA/PARC) — project aims to re-design Internet
to handle named content efficiently

m ChoiceNet (led by RENCI/UNC) — project aims to enable choice
and competition at each layer of protocol stack

m MobilityFirst (led by Rutgers) — project aims to develop efficient
and scalable architecture for emerging mobility services

m Scope of all these FIA projects includes architecture/design, protocol
validation and comprehensive evaluation of usability and
performance (using real-world applications in later stages)
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Introduction: Mobility as the key driver for
the future Internet

m Historic shift from PC’s to mobile o
computing and embedded devices... P
1 ~4 B cell phones vs. ~1B PC’s in 2010 o e
1 Mobile data growing exponentially — Cisco white
paper predicts 3.6 Exabytes by 2014, significantly = I
exceeding wired Internet traffic " me o we an
1 Sensor/loT/V2V just starting, ~5-10B units by 2020 .

~2B servers/PC’s, ~10B notebooks, PDA’s, smart phones, sensors

~1B server/PC’s, ~700M smart phones !P‘
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Introduction: Cellular-Internet convergence

m Technology disparity today

Two sets of addresses (cell number & IP), protocols (3GPP, IP), and protocol
gateways (GGSN)

Poor scalability, fragile, difficult to manage
More complications with heterogeneous radio access

Single unified architecture can simplify and speed up mobile Internet application
development across diverse networks and platforms
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Introduction: Opportunistic Content Delivery

Opportunistic, delay tolerant (DTN-type) delivery modes and
content caching increasingly important for mobile/sensor devices
Heterogeneous access; network may be disconnected at times
Significant performance gain via content caching and opportunistic delivery
P2P mode of content delivery can also play a useful role ...
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Introduction: Vehicular Networks

m 100’s of millions of cars with radios by ~2015
1 Vehicle-to-vehicle (V2V) and vehicle-to-infrastructure (V21) modes
1 Support for dynamic network formation, network mobility, geo-routing, etc.
1 Critical new security and privacy requirements
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Introduction: Pervasive Cyber-Physical
Systems/Internet-of-Things (loT)

m Next-generation Internet applications will interface human
beings with the physical world, e.g.,
1 Machine-to-machine (M2M), cyber-physical systems, smart grids, ..
1 Location and context-aware embedded computing
1 Secure and flexible network computing (‘edge cloud”) model
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MobilityFirst Protocol: Feature Summary

£\

Named devices, content Strong authentlcatlon privacy
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‘ Human-readable 11001101011100100 .0011
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MobilityFirst Protocol Design Goals: ™ N

- 10B+ mobile/wireless devices N

- Mobility as a basic service v

- BW variation & disconnection tolerance Connectionless t Switched Network
- Ad-hoc edge networks & network mobility with hybrid name/address routing

- Multihoming, multipath, multicast
- Content & context-aware services
- Strong security/trust and privacy model

Network Mobility &
Disconnected Mode

Ad-hoc p2p
mode
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MobilityFirst Protocol: Technology Solution

Name Certification
Service (NCS)

Flexible name-based network service layer
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MobilityFirst Protocol: The Protocol Stack

| App 1 App 2 App 3 App 4
,—"//’/ é Socket API
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MF Protocol: Name-Address
Separation = GUIDs

m Separation of names (ID) from
network addresses (NA)

m Globally unigue name (GUID)

for network attached objects
User name, device ID, content, context,

obile_2

T »
i% l‘m”l"-.”
Ese 9—123@Q Media Fle~ABC  Taxis i

Host Sensor Content Context

AS name, and so on L Naming Naming Naming

Service Service Service

Multiple domain-specific naming
services

m Global Name Resolution Service
for GUID - NA mappings

m Hybrid GUID/NA approach

Both name/address headers in PDU
“Fast path” when NA is available
GUID resolution, late binding option

Globally Unique Flat Identifier (GUID)
Global Name Resolution Service

@ Network @

Net2.local_ID

Network address
Netl.local_ID
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Protocol Example: Mobility Service via
Name Resolution at Device End-Points

Service API capabilities: <—— Register “John Smith22’s devices” with NCS
- send (GUID, options, data) Name Certification =~ ____--------""77777777 T ma

Options = anycast, mcast, time, ..
- get (content_GUID, options)
Options = nearest, all, ..

GUID lookup ~ _.--~
from directory-~

/ - 1
’
7

/7

»

_

'q-

GNRS gpdate
(after link-layer association)

MobilityFirst Network
(Data Plane)

1

1

1

1
W

GUID <->NA lookup... . [ ~To=----° GUID =11011..011

GNRS query

Represents network

Send (GUID =11011..011, SID=01, NA99, NA32, data) object with 2 devices

L l DATA
Pl

/
GUID SID l_Y_}

NAs

Packet sent out by host
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MF Protocol: Hybrid GUID/NA Storage
Router in MobilityFirst

m Hybrid name-address based routing in MobilityFirst requires a new
router design with in-network storage and two lookup tables:
m “Virtual DHT” table for GUID-to-NA lookup as needed
m  Conventional NA-to-port # forwarding table for “fast path”

m Also, enhanced routing algorithm for store/forward decisions

GUID —based forwarding
(slow path)

GUID-Address Mapping — virtual DHT table
DATA

Look up GUID-NA table when: GUID NA

- no NAs in pkt header 11001..11| NA99,32
- encapsulated GUID

- delivery failure or expired NA entry AT

To NAll

Store when:
Poor short-term path quality

@ ~ — 1 - Delivery failure,. no NA entry
SN - Storage - GNRS query failure
w51 S - etc.

L l DATA
)

/
cup=  SID v : _ R
11001... 11 NA99,NA32 NA Forwarding Table — stored physically at router_
Dest NA Port #, Next Hop :
NA99 Port 5, NA11
Look up NA-next hop table when: __NA62 || Port 5, NA11 | K
- pkt header includes NAs NA32 Port 7, NA51 4‘ l DATA

- valid NA to next hop entry
Network Address Based Forwarding

(fast path)



Protocol Design: Realizing the GNRS

m Fast GNRS implementation based on DHT between routers
GNRS entries (GUID <-> NA) stored at Router Addr = hash(GUID)
Results in distributed in-network directory with fast access (~100 ms)
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Mext-hop

Prefix AS # e User A ( GUID = 10)
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Protocol Design: Storage-Aware Routing

(GSTAR)

Storage aware (CNF, generalized DTN) routing exploits in-network

storage to deal with varying link quality and disconnection

Routing algorithm adapts seamlessly adapts from switching (good

path) to store-and-forward (poor link BW/short disconnection) to

DTN (longer disconnections)
m Storage has benefits for wired networks as well.. ...

Path Quality
(LTQ)
Temporary
Storage at
Router m
aa - .
Initial Routing Path J s, LowBW

% cellular link
.

= 256K)

aE— Re-routed path n
For delivery o

Mobile s

I:l:l Device 3
trajectory s

PDU 2

E

2

Storage
Router

High BW
WiFi link

A Region with
LTO>>STQ
= Temporary
storage at
router

Stable
Region
STO~LTQ
(switching,
JSorwarding)

Region wi th
STO>>LTQ

- Opportunistic
Jorwarding

Short Term Path Quality (STQ)

== FTP over OLSR
= CNF Protocol stack
CNF TP over OLSR

200 400 600 800 1000
File Transfer Delay {seconds)

Sample CNF routing result
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MF Protocol: Service Abstractions (1)

m MobilityFirst offers a named-object service API that supports
mobility, disconnection, multi-homing, multicast in a natural way

m Replaces the point-to-point virtual link abstraction of IP ...
m Example: Sending to a mobile device with multiple interfaces

IP Abstraction: Virtual Link MF Abstraction: Multi-homed Network Object

‘ Send(IP=X, data)

Send(GUID=Y, data, options)
..options for multi-homing & late binding

:\'Ttwfork IP Addr=X \
nterface Dynamic
‘# Static G-UIE-) — NA Network
bindings
Dest MAC=X Attached
Device binding Object

e.g., Y may be a mobile device with 3 interfaces (WiFi & 2 cellular)



MF Protocol: Service Abstractions (2)

m Use of MF Service API for content retrieval and dynamic group

multicast (..membership may be specified by context)

MF Abstraction: Get Replicated Content Object

Get (Content_GUID=A, options)
option for shortest path

Content Object GUID=A
With GUID=A GUID=A

e.g., Ais a replicated content object at multiple network locations

MF Abstraction: Send to Group Object with
Multicast reachability

Send (GUID=Z, data, options)
..option for mcast delivery

Broadcast Medium

Groué
GuiDEz| GUID1

e.g., Z may be a context group of M2M devices or a cloud service




MobilityFirst Protocol Stack: Service API

m MobilityFirst API (or “socket” interface) provides a new set of
services corresponding to the MF protocol stack’s
capabilities

m Key features are:

GUID as the unique identifier right up to application level (no need for port #)

Service identifier choice including: basic unicast/mcast, anycast, dual-homing,
late binding mobile delivery, delayed delivery, content query, context delivery,
plug-in computing service, etc. (others TBD)

Unicast vs multicast determined
Lightweight transport protocol choices for end-to-end reliability and flow control
Socket interface examples:

Open(URL, myGUID, TP=A, TP_options) - identity specification and stack
customization

Send(GUID=X, SvcFlags/SID=anycast, data, len)

Send(GUID=X, SvcFlags/SID=unicast, TP=B, data, len)

Send(GUID=X, SvcFlags/SID=late binding, options, data)

Send(GUID=X, SvcFlags/SID=anycast+, data)

Recv(data_buffer, len, GUID allow={X,Y, X})

Get(GUID=X, SvcFlags/SID=anycast+content query, options, data_buffer, len)



Wireless/Mobile Use Case




Wireless/Mobile Use Case

m MobilityFirst enables a stitched-together architecture for
mOblle networks .Current Mobile Networks

Planned Deployment
Licensed Spectrum
Fine-grained Managed QoS
Centralized Mobility Support
Homogeneous Topology
Network-wide Authentication

GSM/CDMA/ AAA Servér

LTE

Control Path Elements

Mobility Management
Entity (MME)

MF Network-of-Networks

Ad-hoc Deployment
Unlicensed Spectrum
Coarse-grained Managed
In-network Mobility Support
Heterogeneous topology
Authentication at APs

Global Name
Resolution
Service

Wireless Coopeéra
through Geographic Routing



Wireless/Mobile Use Case:
Service Capability Examples

m MF provides several useful capabilities for mobile networks,
e.g. moblllty multi-homing, muIt| network access, late blndlng
multicast, .

User/Device
Mobility

Access
Network

s

Wireless "
Access Nét
;
/
"o g

Wireless
Access Net

Multiple
} Potential
i\ L @ Paths

Wireless

| BE o RS -

Network

Mobile device
With dual-radio NICs

(2) Mobile device with dual-homing (3) Mobile device with Multi-network,access ‘
)



Protocol Example: Mobility Service via
Name Resolution at Device End-Points

Service API capabilities: <—— Register “John Smith22’s devices” with NCS
- send (GUID, options, data) Name Certification =~ ____--------""77777777 T ma

Options = anycast, mcast, time, ..
- get (content_GUID, options)
Options = nearest, all, ..

GUID lookup ~ _.--~
from directory-~

/ - 1
’
7

/7

»

_

'q-

GNRS gpdate
(after link-layer association)

MobilityFirst Network
(Data Plane)

1

1

1

1
W

GUID <->NA lookup... . [ ~To=----° GUID =11011..011

GNRS query

Represents network

Send (GUID =11011..011, SID=01, NA99, NA32, data) object with 2 devices

L l DATA
Pl

/
GUID SID l_Y_}

NAs

Packet sent out by host

WINLAB
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Protocol Example: Dual Homing Service via
Named-Object / GNRS

Multihoming service example

ﬁ DATA
Router bifurcates PDU to NA99 & NA32

(no GUID resolution needed) GUID NetAddr= NA99

DATA
= B ¥ —
:
) ST <

NetAddr= NA32

GUID=  SID
11001...11 NA99,NA32

DATA

X | A
7

GUID SID

Send data file to “John Smith22’s
laptop”, SID= 129 (multihoming —
all interfaces)
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Protocol Example: Handling Disconnection
via Late Binding

Store-and-forward mobility service example DATA

GUID  NA99 - rebind to NA75

Delivery failure at NA99 due to device mobility
Router stores & periodically checks GNRS hinding
Deliver to new network NA75 when GNRS updates

Device
mobility

X | A
GUID SID

Send data file to “John Smith22’s
laptop”, SID= 11 (unicast, mobile
delivery)
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Sample Results: MF vs TCP/IP for WiFi
Roaming

m Quantifying the benefits of in-network mobility management &
storage aware routing

« NS3 Simulation with full 802.11 stack,
different vehicular speeds & offered load

« Comparing TCP/IP with MF
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Total Data Received (MBytes)
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Sample Results: MF vs. TCP/IP for
L TE/WIFI Switching

m MF provides several benefits in a heterogeneous wireless
environment:
Mobility Mgmt. is not specific to each network
Automatic storage of packets in transition
Simultaneous use of multiple networks

Aggregate Throughput with Time
1000 % I T

TCP takes more time to

90 Throughput boost _
d Vi i re-start session (DHCP +
800 - ue to transmission

of stored packets Application reset)

oL $ \ /
\ ”ii//
\VER

- /$ @/

A

Aggregate Throughput (MBytes)

100 — // MobilityFirst ||

e ——TCP/IP
0 I

0 20 40 60 80 100 izo
Time (sec)




Content & Context/M2M

Use Cases

[30]



Content Delivery Use Case:
Content Retrieval via GUID Name

m Network support for content addressability and caching -
service primitives such as get(content-1D, ..)

m Optional computing layer plug-in for enhanced services

GUID=12379...78

1] ¥
il Movie In-network cache
HH S|P
1\ 7\

Content Cache |}

GUID=12379...78/

—
=
A,
T

RS el
P222a , S0 [Movie
Movie ?“ema,“velpaths ’ Content Cache
or retrieval
: 7 GUID=12379...78
Content Owner’s ordelivery g

Server
Send(“content_GUID”, dest_GUID)

GNRS query with CGUID returns NA94, NA22
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Content Delivery Use Case: Enhanced CDN
Service

Enhanced service example — content delivery with in-network caching & transcoding

MF Compute Layer Content cache at mobile
with Content Cache Operator’s network — NA99

R RN Service plug-in \

NA43 AR
Movie | GUID=13247..99

GUID=13247..99

S

NA31 N
GUID=13247..99
b % b
= = -

GNRS query

v Returns list:

*NA99,31,22,43
\

! o ;

~ \

—— \

S > Data fetch from AN

et NA99 y
GUID=13247..99 ly | | |contentfile
NA22 Mobile’s GUID
Data fetch from Get (content_GUID,

Content Owner’s
Server

y NA43 SID=128 - cache service)

Get (content_GUID)

Ay Query

User mobility 7
GUID=13247..99 SID=128 (enhanced service)

el
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M2M Use Case:

Supporting Context-Aware Services

m Context-aware delivery often associated with M2M services

1 Examples of context are group membership, location, network state, ...

1 Requires framework for defining and addressing context (e.g. “taxis in New
Brunswick”)

1 Anycast and multicast services for message delivery to dynamic group

Context = geo-coordinates & taxi group

Send (context, data)

Global Name - § 3
Resolution service y } L
> - T . -
o 5
s 8 k

_~ NALP7, NAL:P9, NA2,P21, ..

Context
bal23 yid
GUID
341 Context-based I:D:I
Multicast delivery

]

,.
~
-,
. ST <)




M2M Use Case: Protocol Example

m  M2M: S1 data is picked up by Mobile GW and sent to MF for Al that subscribes it

m  Context: T1, conf@WINLAB, is subscribed by P1 ...P4;A2 sends a file to T1 reaches P1..P4
via MF

m  M2M/Context server updates MF-GNRS for mappings: S1-> Al and T1 > P1...P4

Lookup S1, C1, subscribe S1

—

Lookup Context T1

M2M / Context (Naming)

ontext T1 Server, GUID =}
Assign & Publish
Conf @WINLAB /| gokup S2, T1 & W :
Subscribe T1 /
Subscrlber P
H P3 Lookup S1

Application A2

Nov—_ P4 .
DATA ‘iﬂ Presentation
J DATA N
Sensor SZ ation Al
Internet

(location) : LS ! ; P
| UPDAT (MobilityFirst) Loy =
N : \ - .~ 1
‘ "M2M Sad IE__

Sensor S1 GateWay martGrld App

o

(temperature)
GNRS S2->T1, T1=>P1..P4
Actuator C1 - K& . S1->A1 P1->NA2, P2->NA2
(air conditioning) Entries! | c1->NnA1 || P3->NA2, P4->NA3 | | AL -> NA4

March 11, 2013

MobilityFirst Review Meeting

WINLAB 77 f; —




Mobility First Prototyping

& Deployment Status

[35]



MobilityFirst Prototyping: Phased Strategy

Phase 1 Phase 2

Content
Addressi
ng Stack

Host/Device

Addressing
Stack - Context

‘ Addressing

Encoding/Certifying Layer

Context
Addressi
ng Stack

| Content Host/Device
Addressing | Addressing

Encoding/Certifying Layer

Global Name Resolution Service (GNRS) Global Name Resolution Service (GNRS)

Storage Aware iocator-X Routing Routing Late-bind Routing

Storage Aware I Context-Aware /
Routing (e.g., GUID-based)

Locator-X Routing
(e.g., GUID-based)

Context-Aware /
Late-bind Routing

Prototype

Standalone Modules

=

Evaluation

Simulation and Emulation Smaller Scale Testbed

36

Integrated MF Protocol Stack and Services

Phase 3

Deployable s/w pkg., box

=

Distributed Testbed
E.g. ‘Live’ on GENI

WINLAB




Experimental Platforms: ORBIT Testbed

m ORBIT is an NSF-supported open-access network research testbed
in operation at WINLAB, Rutgers University since 2005

m Up to 400 radio/router nodes, with emulated network topology

m Options for software defined network (SDN) and software defined
radio (SDR) technologies

Suburban ORBIT Radio Grid /

Lﬁ 20 meters K
500 meters
— ‘ s E
o Y.

30 meters 300 meters 400-node Radio Grid Facility at WINLAB Tech Center

Planned upgrade

Radio Mapping Concept for ORBIT Emulator l (2007-08)

URSP2
CR board

Programmable
ORBIT radio node

o

WINLAB —




Experimental Platform: ORBIT OpenFlow

Sandbox

Eth1-Gi0/37
Physical OF
Controller interface

Console

Green [1-12]

Virtual OpenFlow
Connection

Eth0

) Documentation;/OpenFlow/OFHowTo — Orbit — Trac - Mozilla Firefox
File Edit View History Bookmarks ScrapBook Tools

DATA (VLAN 28)
OpenFlow Virtual
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OpenFlow How-To

Sandbox 9 uses the OpenFlow capable switch as part of its setup as a means to provide a testbed for experimentation

with the OpenFlow protocol. This tutorial covers the following:

e The network topology of the testbed

¢ Installation of the OpenFlow Reference System and NOX
® Operating the controller

* Performance analysis tools

OpenFlow Protocol

OpenFlow is a protocol that allows for the creation of overlay networks over pre-existing network infrastructure. This
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Experimental Platforms: GENI WIMAX
Deployment at Rutgers

m Rt.1 campus deployment Q1/09
m Performance evaluation in progress

RF Modul
( sector

Omni-directional antenna
(elev. < 6ft above roof!)

Base
Module

Outdoor Unit (ODU) WINLAB '



MF Click Software Router

Lightweight, scalable multicast !

« GNRS for maintenance of T RIB -*,Lin!s_sﬁastg_aﬁygw AAAAA ,

multicast memberships
« Heuristic approaches to 4
reduce network load, limit R >
duplicated buffering, and
iImprove aggregate delivery

delays
« Click prototype, with SID fON Multicast

) _ DataPackets ;i | Data Packet
multicast flows
« Evaluating hail a cab :
. . Inter-Domain
application as a example (EIR)
multipoint delivery scenario _ Name 1 Compute | [ Content
User-level Routing Resolution Services Cache Mgmt.
Processes T T T D H
. Host Rx Q, ‘l/ Host Tx Q. —
- Click To/From To Rsrc
75: Forwarding Jill Host il Next-hop Control g
ﬁ Engine v Lookup 8
L Forwarding _ o
2 T Packet Block Service Table Block | o
T | Classifier Aggregator || Classifier I Segmentor ] _§‘
©  RxQ xQ o
T Next-hop ®
£ Look up M2
= Hold buffer S

| x86 hardware and runtime |

I
o




MobilityFirst Prototyping: Host Protocol Stack

‘Socket’ API App-1 App-2 App-3 Linux PC/laptop with WiMAX & WiFi
open
send T l Context API
send_to
recv Network API
recv_from Context
close /I\ \L Services @ ;
E2E Transport

GUID Services T i

Network Layer — Sensors Android device with WiMAX & WiFi
— ecurity

Routing
\r _____________
User policies %:_ Interface Manager

‘Hop’ Link Transport

Early Dev. T \L

WiFi WiMAX
Integrate Device: HTC Evo 4G, Android v2.3 (rooted), NDK
(C++ dev)

41!
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MF Routing Prototype on ORBIT

m Click-based prototyping of edge-aware inter-domain routing

(EIR) on Orbit nodes
m Implementation on 200+ nodes on the grid
m Routing protocol uses “aNode” concept to disseminate full topology
and aggregated edge network properties
m Telescopic NSP (network state packet) advertisement for scalability

[ EIR Click router I

______ Binding request _,

v v

EIR forwarding engine

______ Data Packets ... DataPacket ______
WINLAB:




MF Routing Prototype on ORBIT (2)

m Click-based EIR prototype on Orbit nodes
Message delivery with late binding
Storage-aware routing
Efficient multicast & multipath data delivery

70 I I
--«-- Early binding
Sender 60H —+— | ate blndlng
SN AL
w ;\3 "
Tn/ 50 --------------
EIR|[Routers o | /N0 e e
% /, \\("
— S 40, /
EIR Routers g T
‘ 5 30
s
EIR Routers © 20
-, -
e 10
EIR Eiouters
/ " ’ 4

)
I
1

0
EIR Route 100 200 300 400 500 600 700 800 900 1000
f Mobility rate (ms)




MF GNRS Implementation

m Two alternate designs:
network-level one-hop map service; co-located with routing (Dmap)
Locality-aware, cloud-hosted service (Auspice)

m Three alternate evaluation platforms:

1. GENI Wide Area 2. ORBIT lab with net. 3. Commercial cloud
Deployment emulation platform

amazon |

\ webservices™ f

3lo AltojiCA

Network Emulation




OpenFlow/SDN Implementation of MF

= Protocol stack embedded within controller
= Label switching, NA or GUID-based routing (incl. GNRS lookup)

= Controllers interact with other controllers and network support
services such as GNRS /~ — Y

________________________

MF Protocol Stack

=  Flow rule is set up for the remaining packets in the chunk based on

Hop ID (which is inserted as a VLAN tag in all packets)
E.g., SRC MAC = 04:5e:3f:76:84:4a, VLAN = 101 e R
=>OUT PORT = 16 Hop-by-HopBlock Transfer | [S"chine

Option /

GUID Service Layer

Provide storage as a Controller ( ﬂ

network service when the
destination is down or for
traffic engineering

Transparent L2
Forwarding

r

router, perform GUID based

Appear as a MobilityFirst
forwarding of packets

Sender
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MF Router Prototype on FLARE SDN
Platform from U Tokyo (Nakao)

| ObJ eCtlveS RTT between ProtoGENI nodes and Tokyo site
Multi-site deployment of MobilityFirst w0 | = 3862

2726
2353 2463 2439 2621

routing and name resolution services |;o
250

m Impact of large RTTs on MobilityFirst  |.0
network protocols o

100
50

High performance evaluation of 0
MobilityFirst delivery services on & & & |
FLARE - 1Gbps, 10Gbps &

128.8

m Augmented Click router elements
compiled down to FLARE native

Evaluation of FLARE platform for =
penFlow

design and evaluation of next- F 7 4
generation network protocols : New L2 Switch

Demo at GEC-16, March 2013

Ether Switch

------------------------



MF FPGA Router Prototype

m Designing Architecture and hardware (RTL) for NetFPGA

platform to prototype Mobility First router
1 Supporting 4 Gigabit Ethernet Channels, standard 1500 Ethernet packets.
1 Supporting 2 DMA Channels for Host packet transfer (over PCI bus).
1 Designed to be configurable through Host computer
1 Designed for Fast NA (2-level cache) and GUID lookups.

m Evaluating different lookup strategies for GUID and NA
1 2-level caches (BCAM for L 1 and SRAM for L2)

1 Compare and contrast of hardware Binary heap search Vs hardware Bloom
Filters for L2 cache.

NetFPGA - 1st Generation:

Xilinx Virtex-1l Pro 50

4 x 1Gbps bi-directional ports
SRAM: 4.5 MB DDR2 DRAM: 64MB




MobilityFirst Prototyping: GENI Deployment

— Internet 2
= National Lambda Rail
[C] OpenFlow Backbones
) openFlow

] WiMAX
ShadowNet

MobilityFirst Router &
~ GNRS Servers
0

Mobile Hosts

@ Static Hosts
S

I:elloa:;:c:zale o Mapping onto GENI Infrastructure(ProtOGENl nodes,

« Mobility ce,ntric OPenFIow switches,. GENI Racks,

« Realistic. live DieselNET buses, WiMAX/outdoor
! ORBIT nodes)

* WINLABES




MF Prototype Deployment on GENI

(GEC-12 Recap)

Physical Topology
m  MF Routers at 7 campuses across
US on ProtoGENI hosts

m Layer2 links: Internet2 & NLR
backbones, OpenFlow switches

m Edge networks: WiFi and WIMAX
access at BBN & Rutgers

Content
Subscriber

II WFAP \
|- W

‘ﬁ/ \'>>>/

Wi MAX BTS

“3 1T
/ l >
pod =

2 A
\ %@R/%

Publisher WiMAXBTS
BBN Wireless Edge
49

ProtoGENI Backbone Rutgers Wireless Edge

Robust Content Delivery

Dual-homed mobile subscriber with WiFi + WiMAX
Adapt to disconnection and variable link quality (GSTAR)
Dual-homed delivery




MobilityFirst Prototyping: Hot Mobile 2012

Delivery Services for Multi-Homed Devices with User preference of delivery interface

Router bifurcates PDU to NA1 & NA7
(Routing based on client policy) ¢ %

A
Guip NetAddr= NA1.PA22

Alice’s laptop Appl App2
GUID = xxx m m
1 /

1
v v
I l I Interface Usage
(User Policy Policy options:
Best Performance

DATA

Data Plane

Dual-homed

[
mobile device [
I I Wifi Only
- Y Dals I I WiMax Only
\ Weighted11
‘ NetAddr= NA7.PA13 m m Client Stack| | \eighted31
' -
Periodic association message to Access Router
o DATA reporting the binding state and policy;
GUID & SID GNRS Entries with client pOliC‘I: Access Routerin turn reports to GNRS
Send datafile to “Alice’s laptop”
GUID  NA:PA Weight
XXX NA1:PA22 3
XXX NA7:PA13 1
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MobilityFirst Prototyping: GEC-13 Demo
(Mobility, Multi-noming), ~3/12

Mobile, Multi-homed device (WiMAX + WiFi)

pg33@GeorglaTech pg50@Rutgers
pcl@BBN >
pg51@Rutgers \A
pc11@BBN
GENI Mesoscale

MobilityFirst Router Rutgers Wireless Edge ' WiFi coverage
hosted on Protogeni

node Vi

WiMAX coverage
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MF Multi-Site Deployment (GEC-16)

»
MobilityFirst B e A
Routing and Name < Short)-term
Resolution .

. . , Wide Area ProtoGENI
Service Sites 2

@ MobilityFirst Access : ProtoGENI
Net WINLABE



MF/GENI Connectivity: VLAN Stitching

Wide Area ProtoGENI MobilityFirst < é%nhﬂ;term (non-
nodes connec;on VLAN Routing and Name ~ “™3  Short-term
3716 at: Interi®t2 PoP Resolution .

: ) “%)  Wide Area ProtoGENI
OR Service Sites ae Area Froto
NLR PoF@ = <) MobilityFirst Access “%) ProtoGENI

Net “WINLABE



MF/GENI Setup: Emulated Topology

New Brumiswick,
= NJ

. . Wide Area ProtoGENI
Service Sites

@ MobilityFirst Access ProtoGENI -

Net WINLABE il

MobilityFirst < cL;OEnr\ﬂiterm (non-
Routing and Name ~ “  Short-term
Resolution %



MobilityFirst GENI Demo Topology

nfo a
al
N
\ Rutgers 2 Weather Service
a
/’
7’

MF Router w/

‘ GNRS




MobilityFirst GENI Demo — GUID
Network & Service ldentifiers
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Resources

m Project website: hitp://mobilityfirst.winlab.rutgers.edu

m GENI website: www.genli.net

m ORBIT website: www.orbit-lab.org



http://mobilityfirst.winlab.rutgers.edu/
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http://www.orbit-lab.org/
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